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The paper presents a computational model for the numerical prediction of the three- 
dimensional, time-dependent spread of natural gas (NG) in the atmosphere, following 
the accidental release of liquefied NG from a ship tanker in the open sea. The model is 
designed to predict the consequences of liquefied NG spills of intermediate size in which 
the disturbance to the surrounding atmospheric airflow caused by the effect of the NG 
release is comparable in magnitude to the one introduced by the tanker's obstruction to 
the flow. It is applied to predict the NG concentrations arising from two different spill 
sizes, and typical results are presented and discussed. They are demonstrated to be plausible 
and informative. 
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I n t r o d u c t i o n  

Natural gas (NG) is generally transported overseas in the form 
of liquefied natural gas (LNG), which is a cyrogenic liquid 1 
whose boiling point under atmospheric pressure is approxi- 
mately -161°C. It is carried inside large containers of ship 
tankers at atmospheric pressure and cooled continuously 
throughout its voyage in order to keep it from evaporating. 

In the event of an accident to an LNG carrier, it is likely 
.that one or more of its containers will fracture, with subsequent 
spillage of the cryogenic liquid overboard. The LNG liquid, 
being lighter than seawater but heavier than air, will eventually 
float over the surrounding water surface and expand outward 
while simultaneously evaporating into the atmosphere until all 
of the LNG pool has evaporated. The evaporated LNG (now 
NG) mixes with the neighboring atmospheric air to create a 
time-dependent, nonuniform mixture of air and NG. This 
mixture is flammable within the flammability limits of NG in 
air, thus introducing serious fire hazards. 

Hence, the computation of the concentration of NG in air 
following an LNG spill is desirable for predicting the propa- 
gation of the hazardous region in both space and time. The 
results may be employed to decide beforehand on conventional 
emergency measures to be taken in the event of an accident 
(e.g., to keep nearby traffic out of the predicted hazardous 
zones). Moreover, the numerical creation of the scenario of 
events following a spill could assist the development of new 
methods for reducing hazards (e.g., by examining the feasibility 
of injecting flame retardants fight after the spill, and of 
incinerating the remaining cargo of a disabled ship in remote 
cascade burners). 2 The results may also be employed to issue 
precautionary measures and to check and update current safety 
regulations, such as minimum allowable distance to be kept 
between an LNG tanker and a neighboring vessel in normal 
traffic. They are also obviously useful for conducting fire risk 
analysis. 

However, the computation of the concentration field is 
complicated due to the following characteristics: 

(1) The processes involved are three-dimensional and time- 
dependent. 
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(2) Reliable predictions require mathematical models com- 
prising elliptic, partial differential, and nonlinear equations, 
some of which are strongly coupled. 

(3) A wide spectrum of time and length scales has to he 
considered. 

(4) The processes occur in the open atmosphere, and hence 
proper atmospheric simulation is required, which must be 
compatible with the turbulence model employed. 

(5) The continuously developing LNG pool leads to con- 
tinuously changing boundary conditions which vary in 
space and time. 

(6) Models are required for the liquid and gaseous states of 
NG and for the interaction between them. 

The present model is concerned with intermediate LNG 
spills, whose size is defined to be such that the spill causes a 
disturbance to the surrounding atmospheric flow comparable 
in magnitude to the one caused by the obstruction of the flow 
introduced by the presence of the tanker's body. This implies 
that, for intermediate-sized spills, modeling approximations 
which may be introduced when the spill is very large or very 
small are not justified. Very large spills are defined to be large 
enough for the disturbance to the atmospheric flow introduced 
by the release of the LNG to overshadow the disturbance due 
to the presence of the ship's hull; very small spills are defined 
to be small enough that their disturbance to the atmospheric 
flow is secondary to the effect of the tanker's body obstruction 
to the flow. 

The present computational model could also be applied to 
predict small-sized spills; however, it would not be as efficient 
as models designed specifically for that purpose. 3 Theoretically 
speaking, the present model could also be employed to predict 
large-sized spills; however, the computational effort required 
might be prohibitive, and considerably more than required by 
the special model presented elsewhere for large spills. 4 

The computational model presented here comprises two 
distinct models: a gaseous phase model for the NG-air mixture, 
and a liquid-phase model for the LNG pool. The output of the 
liquid pool model is input to the gaseous phase model as a 
boundary condition for the latter, but no feedback is propagated 
from the gaseous phase to the liquid one. To render the 
computation of the problem investigated tractable and practical, 
we developed a special computational model designed to exploit 
the numerical characteristics of the problem considered. This 
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model is presented here together with the results of its application 
to two sample cases. 

N G - a i r  m o d e l  g o v e r n i n g  e q u a t i o n s  

The NG-air model comprises governing differential equations 
expressing three-dimensional, time-dependent mass conservation 
of the mixture (continuity) and of the NG species (concentration), 
momentum balance in three orthogonal directions, and the 
transport of the kinetic energy of turbulence k and its rate of 
dissipation e. The latter two equations are introduced by the 
adopted k-e turbulence model, s 

In the k-e model the eddy diffusivity #t is derived from k 
and e according to 

Pa = pC.k2/e (1) 

where p is the NG-air mixture density, and C~ is a turbulence 
model constant whose value is displayed with the other model 
constants C ~, C 2, tr k, a~, and tr~ in Table 1. The effective viscosity 
#af is thus 

#©ff "~- ~/"q- ~/t (2) 

where/t is the molecular viscosity of the NG-air mixture. 
Assuming the seawater surface to coincide with a horizontal 

plane, we use the Cartesian coordinate system, where the x 
denotes the direction of the free atmospheric wind, y denotes 
the horizontal normal to x, and z denotes the vertical direction 
measured upward from the seawater surface, as sketched in 
Figure 1. 

All governing differential equations for the gaseous phase 
may be cast in the following concise form: 

a(p~) + a(pu4~) + a(pv4~) + aCow(~) 
dt ax ~ Oz 

_ a ( r ,  a61ax) a ( r ,  a~/~y) a ( r ,  O4~laz) 
~ ~-S, (3) 

dx 8y dz 

where t denotes time, u, v, and w denote the velocity components 
in the x, y, and z directions, respectively, ~b denotes any 
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dependent variable, F ,  denotes the diffusion coefficient of ~, 
and S,  denotes the source term of ~. 

Table 2 gives ~, F,,  and S~ for each variable ~, with ~ = 1 
expressing the continuity equation; p denotes the pressure 
difference between the local static pressure and the hydrostatic 
pressure - p g z ,  c is the NG concentration in the mixture (mass 
fraction), 0 is the gravitational acceleration, and the subscript 
a pertains to the undisturbed atmospheric conditions and 
properties. 

Since the Mach number of the flow is always low, the mixture 
density p is determined from the equation of state with a uniform 
value of the atmospheric pressure Pa: 

p=pJRT (4) 

where the mixture 'gas constant R is determined from c, the 
NG gas constant RNG, and the air gas constant R.: 

R = (1 -c)R=+cRNo (5) 

The mixture temperature T is evaluated from c, the LNG 

Table 1 Turbulence model constants 

K C ~ =  C 1 C 2 o k 0" 8 0"¢ 
0.435 0.09 1.44 1.92 1.0 1.3 0,7 

...s 1 .  ~ • \ k~ ' ' /  > solution 
J \ \ x 

SH1 P 
LNG FLOW 

solution 

Figure I Integration domains for intermediate spills model 

N o t a t i o n  

C 

C1, C2, C. 
# 
Gb 
hi 
k 
th, 
P 
R 
Ri 
Rl 
S~ 
t 
T 
U 
U, O, W 
e. 
Vi.i 
X, y ,  Z 

Zo 

Concentration (mass fraction) of N G  
Turbulence model constants 
Acceleration of gravity 
Buoyant production term 
Height of LNG pool 
Kinetic energy of turbulence 
LNG evaporation rate 
Pressure 
Gas constant 
Richardson number 
LNG pool radius 
Source term of q~ 
Time 
Temperature 
Atmospheric velocity 
Cartesian velocity components 
LNG volumetric spill rate 
LNG initial pool volume 
Cartesian coordinates (Figure 1) 
Aerodynamic roughness of sea surface 
Angle subtended by LNG pool 
LNG pool model constant 

Ax, Az Grid spacing in x, z directions 
Dissipation rate of k 

F Diffusion coefficient 
~b Any dependent variable 
x Von Karman's  constant 
# Molecular viscosity 
#t Eddy viscosity 
#=n Effective viscosity 
p Mass density 
ak, a~, ac Turbulence model constants 
% Surface shear stress 

Subscripts 
a 

1 
max 
NG 
W 

Pertaining to undisturbed air 
Pertaining to LNG 
Maximum value, at maximum extent 
Pertaining to N G  
Pertaining to water 
Pertaining to ~b 

Superscripts 
' Fluctuating component 

Time average 
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Table 2 Gaseous phase model variables 

Equation ~b F~ 
Continuity 1 0 

Concentration c /~/~r 

x momentum u #~ 

y momentum v #~. 

z momentum w / ~  

k transport k #e./a, 
e transport e la.nla, 

s, 
0 
0 

- aplax + a (~,. au/ax)lax + a ( ~  av/ex)lay + a (~o. aw/ax)laz 
- dp/ay + a (#~ du/~y)/dx + ~ (p., dv/Oy)/~y + 0(#.~ dw/ay)/~z 
- ap/~z- (p -- po)g + a (/J,~ au/dz)/dx + ~(1~., dv/dz)/dy + ~ ( I~ dw/az)/dz 
G~* + G~**-p~ 
C,s/k( G, + G~) - C=pe=/k 

• f F/au\ = [av~" /aw\=q [au av\ = [au aw\" [av awk =1 

. .  G. j , .  
ao \~z )  ~. R T ) 

evaporation temperature TLNO, and the undisturbed atmospheric 
air temperature T~: 

T=(1--C)Ta +CTLNG (6) 

Equation 6 is an outcome of assuming uniform values of specific 
heat and adiabatic mixing, and neglecting viscous dissipation 
heating, pressure, and radiation source terms in the energy 
equation. By these assumptions the dimensionless form of the 
temperature energy equation and its boundary conditions 
become identical to those for c, hence the linear dependence of 
T on c only. 

The buoyant production of turbulent kinetic energy per unit 
volume of the mixture G b = -Op'w'  is given at the bottom of 
Table 2. It is deduced from Equations 4 to 6 after differentiation, 
and employing - c'w' = (p~/pac)(~c/dz). 

The integration domain displays the following types of 
boundaries. 

B o t t o m  boundary  

The bot tom boundary is z = 0 and corresponds to the entire 
sea surface except the area occupied by the tanker. This also 
includes the area covered by the LNG pool, where the pool 
thickness is neglected. For all variables except c, solid wall 
boundary conditions are imposed at this boundary with the 
aid of "wall functions. ''6'7 For c the boundary conditions are 
generally zero diffusion (i.e., ~c/dz=O) except where and when 
the LNG pool releases NG in the atmosphere, in which case 
the boundary condition gives the local rate of NG mass released. 

Free atmospher ic  f l o w  boundar ies 

Free atmospheric flow boundaries generally comprise the inflow 
boundary x = 0, the lateral boundaries y =  0 and y = Ym=., and 
the upper boundary z = Zm,., where the subscript max denotes 
the maximum extent of the integration domain. However, if 
symmetry conditions are present over the y plane passing 
through the midsection of the hull, then for obvious reasons 
of economy the y = 0 boundary is placed at this section and 
displays symmetrical boundary conditions. The free atmospheric 
flow boundaries are located far enough upstream or above the 
tanker that the flow there may be assumed to conform to the 
free atmospheric flow. The folUowing set of atmospheric 
boundary conditions is imposed at the x=O boundary, with 
similar ones imposed at the other atmospheric flow boundaries: 

x \p= /  

v = w = c = O  (Tb) 

k -  r, i;=--(ZslPa)3/2 (7c) 
paCIu/2 K2 

where z, gives the prevailing value of the surface stress at z = 0, 
p, is the mass density of air, Zo is the aerodynamic roughness, 
and x is Von Karman's constant (Table 1). It is obvious that 
z, is one of the parameters of the problem. However, it is unusual 
to know its value explicitly; instead it is customary s to specify 
the atmospheric wind velocity profile in the form of a power 
law as follows: 

U/Umax = (Z/gmax) 1/n (8) 
where 1/n is the power-law index, and U and Urn,. denote the 
atmospheric wind velocity at height z and z . . . .  respectively. In 
this case the value of ~s is determined from the following relation 
to yield a logarithmic velocity profile producing the same inflow 
mass flux :9 

~s=P= (n+ 1) ln(zm,,Jzo)-(n+ 1) (9) 

The set of atmospheric conditions presented here simulate 
the atmospheric surface layer flow fairly closely, particularly 
for near-neutral stability conditions. Moreover, this set is 
compatible with the turbulence model employed; i.e., they 
themselves are the solution of the NG-air model equations in 
the absence of a disturbance to the atmospheric flow (the tanker 
and NG in this case), which is what we should expect. 
Recently, 1° a method was suggested for extending the present 
turbulence model and atmospheric boundary conditions to 
moderately stable and unstable flows. However, for strongly 
stable or unstable flows it may be more appropriate to employ 
a different model of turbulence and deduce another realizable 
and compatible set of boundary conditions. 

O u t f l o w  boundary  

The outflow boundary is the far downstream x=constant  
boundary; it is located far enough downstream from the LNG 
pool that the flow there may be assumed to be fully developed. 
Thus, zero x-direction gradients of the dependent variables are 
imposed at this boundary in addition to a uniform exit value 
of p. 

Tanker boundar ies 

Tanker boundaries constitute the outer surface of the tanker 
and are solid wall boundaries. They are thus treated accordingly, 
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with the aid of "wall functions." Zero diffusion of c is assumed 
at these boundaries, although this may be changed according 
to the problem. Whatever the direction of the atmospheric wind 
with respect to the tanker hull axis, it is always recommended 
that while using the proposed upwind differencing scheme the 
direction of the x axis should be aligned with the direction of 
the atmospheric wind, even though this means that the hull 
boundaries would have to be expressed by a ragged profile 
formed of orthogonal control-volume surfaces when the atmos- 
pheric flow direction is not normal to it. This is done in order 
to avoid unacceptably large values of numerical diffusion in 
regions remote from the ship where the physical diffusion is 
relatively low close to the surface, the grid spacing is large, and 
the magnitude of the velocities is high, all of which contribute 
to high levels of numerical diffusion if the angle subtended 
between the local velocity vector and the closest grid line 
direction is not very small. With the present recommendation 
the numerical diffusion levels should generally he low since the 
flow follows the x direction closely in the regions remote from 
the tanker, and in the neighborhood of the tanker where the 
flow inclination is a maximum, the physical diffusion is high, 
the grid spacing is smallest, and the magnitude of the local 
velocities is often small (particularly in the recirculation region). 
Alternatively, if more accuracy is needed at the expense of 
additional computational costs, then the x or y directions could 
be aligned with the direction of the hull axis in order to express 
the hull geometry more accurately; the atmospheric flow should 
be resolved into the x and y directions and introduced through 
the x and y inflow boundaries; and a skew t~ or vector 12 
upstream differencing scheme should be adopted in order to 
reduce numerical diffusion. 

LNG pool model 

A gravity spread model is presented here for the LNG liquid 
pool, which is based on a balance between gravity forces and 
pool inertia, assuming that the pool forms a segment of a 
cylinder subtending a constant angle a (radians) whose height 
and radius are changing with time. In most cases, the pool 
cross section may be assumed to form a semicircle whose 
straight edge is attached to one side of the tanker's hull, for 
which case = = 7r. 

Gravity spread models which yield analytical solutions have 
been presented elsewhere. 13.14 They are subject to somewhat 
restrictive conditions in order to yield analytic solutions. A 
similar model, but including the term expressing the gain in 
momentum of the spilt LNG and subject to more general and 
realistic conditions, is presented here, albeit at the price of 
requiring numerical integration by the Runge-Kutta method. 

If we assume the liquid pool to form a cylinder of height h~ 
and radius RI at any instant of time t, a momentum balance 
yields 

dR, (lo) 
\ Pw) dt ~ • " dt 

where I? is the volumetric rate of LNG split per unit time, Pl 
and Pw are the fluid densities of LNG and water, respectively, 
and ]~ is a correction factor to account for the fact that not all 
the fluid is flowing with leading-edge velocity. Here fl=2. ~3 

Mass balance for the liquid pool yields 

2 ' dr" ] h,==l-Vl,+,R L ' Jar =2o, f'o m.R,  (11) J 
where V~,= is the initial pool volume at the start of spill t = 0, 
and m, is the evaporation rate of LNG per unit area of pool 
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surface. An empirical value 14 of ~h= = 0.045 kg m-  2 s-  1 is used. 
Equations 10 and 11 are subject to the initial conditions 

Rt= Ri, i  dR--2=0 at t = 0  (12a) 
dt 

2Vl.i 
hi-- at t=O (12b) =M.l 
where Ri.i designates the init ial  L N G  pool radius. In addition, 
V. is a parameter which has to be specified at all times. 

Solution of model equations 
Solution procedure 

An upwind differencing discretization scheme is employed 
which is conservative and adopts a finite-difference control- 
volume-based approach. The equations are solved with the aid 
of the SIMPLE algorithm, xS'x6 The solution procedure is 
similar to the one employed for very large spills and reported 
in detail elsewhere. 4 

Special features 

For any spill of finite size, it is expected that in regions far from 
the spill the concentration of NG in air will be small enough 
for buoyancy terms to be neglected. Thus in these regions the 
effect of the concentration field on the flow field may be 
justifiably neglected. 

Moreover, after a sufficient time following the evaporation of 
the LNG pool, the convection and diffusion processes would 
inevitably reduce the concentration of NG in the whole 
atmosphere to a level below which the buoyancy forces are no 
longer influential. If we define a cell Richardson number 
R i -  ( p -  Pa) Axg/pu ~, where Ax is the x-direction grid spacing, 
and adopt a critical value of Ri = 0.05 below which buoyancy 
source terms may be removed from the discrctization equations; 
then, as an example, for the demonstration cases presented later 
this value of Ri corresponds to a value of c~0.10. This value 
of c is still considerably above the lower flammability limits of 
NG in air, and hence the computation of the concentration field 
is still required. For finer grids, lighter LNG compositions, or 
higher velocities, the critical value of c at which uncoupling of 
the computations occurs is higher, and vice versa. 

To reduce computational effort, we want to uncouple the 
flow field from the concentration field whenever this is justified. 
This is achieved here by means of the following two special 
features of the present computational algorithm. 

(1) The concentration field integration domain is chosen to 
cover the whole space where the concentration of NG in air is 
likely to be of practical importance. This field may also expand 
with time as the need arises. The flow field integration domain 
is chosen to occupy only the portion of the concentration field 
where the concentration of NG in air is likely to be high enough 
that buoyancy forces are important (Figure 1). In the space 
covered by the concentration field integration domain, but not 
by the flow field domain, the flow field is assumed to correspond 
to that of the free atmospheric flow. This feature allows fewer 
computations of the flow field in much of the space, and it also 
curbs the numerical instabilities introduced by the solution of 
the flow equations in the highly nonuniform expanding grid at 
the remote sections. 

(2) After a sufficient time following the evaporation of all the 
spilt LNG, such that the concentration of NG in air throughout 
the whole field is small enough for buoyancy terms to be 
negligible, the coupling of the flow field to the concentration 
field is gradually removed (over 20 steps typically), and finally 
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the flow field is fixed for all subsequent computations of the 
concentration field. A smooth transition is achieved primarily 
through the gradual replacement of increasing proportions of 
p calculated from Equation 4 by p,, thus gradually eliminating 
the buoyancy terms. Fixing the flow field results in saving much 
computation time, not only due to fewer computations for the 
flow field (u, v, w, k, and ~ fields), but also because, after fixing 
the flow field, much longer time steps may be employed than 
would otherwise have been allowable by the coupled nonlinear 
equations of the flow field. 

Discussion of  c o m p u t a t i o n a l  model  

The mathematical model presented here involves a fair amount 
of approximations and assumptions, which inevitably must 
affect the accuracy of the predictions. Almost all the models 
presented here may be improved or replaced by more sophisti- 
cated ones which are readily available in the literature. Thus, 
for example, a Reynolds stress model could be adopted instead 
of the two-equation k-t turbulence model used here; a more 
detailed liquid pool model could be employed, which features 
partial differential equations, 17.1 s the finite thickness of the pool 
could be taken into account, and an analysis of the heat and 
mass transfer at the pool surface could be performed to 
determine the evaporation rate of LNG rather than the use of 
the uniform empirical value; the adiabatic assumption could 
also be removed, heat transfer at the water surface introduced, 
and a separate energy equation solved; variation of the specific 
heat with temperature and concentration could be included, as 
could a more sophisticated equation of state. It is also possible 
to adopt a more advanced differencing scheme in order to 
reduce discretization errors, as mentioned earlier. 

However, all the above improvements are at the expense of 
increased computational effort, in a problem which is already 
computationally demanding, and for which a specially designed 
numerical solution procedure was contrived in order to 
reduce those requirements and render the numerical predictions 
practical. 

Moreover, the practical applications in view do not warrant 
high accuracy at the expense of high cost; this is because spills 
are accidental, and thus it is not possible to know a priori 
under which set of conditions a real spill will occur, and thus 
an infinite number of combinations of parameters is possible. 
Hence, it is expected that the computational model will be 
chiefly employed to predict a discrete number of cases, which 
will be used to provide average quantities or to serve as 
interpolating results for other cases. Averaging or interpolating 
in a highly nonlinear phenomenon such as the present one 
introduces a fair amount of error regardless of the precision 
of simulating any set of conditions. A larger tolerance for 
inaccuracy must therefore be accepted from models for the 
present applications than for those for other applications in 
which the computational requirements are considerably less or 
the accuracy requirements are more stringent. 

The present model is chosen to be refined enough to provide 
the level of reliability demanded by the applications it is 
expected to be used for, yet not overrefined so that the 
computational requirements would not be excessive. 

D e m o n s t r a t i o n  cases 

The computational model is employed here to predict the 
development of the concentration fields resulting from two 
different LNG spills from a ship tanker. One of these features 
a total volume of 100m s spilt at a uniform rate of 10m3/s, 

whereas the other involves a total volume of 1000m 3 spilt at 
a uniform rate of 100mS/s. Both spills share all the other 
parameters, including: 

Tanker dimensions 250 m x 20 m x 9 m 
(length x breadth x height above water) 
Origin of spill Center of leeward side 

for LNG pool n (radians) 
Atmospheric wind velocity 4.3 m/s at 2 m height 
Power-law index (I/n) 0.10 
Zo for open sea 10-3m 

Some of the solution details for the 1000-m 3 spill are as follows: 

Integration domains in x, y, z directions, respectively: 

Flow field (1700)(1400)(80) m 
c field (15,000)(4500)(190) m 

Number of grid nodes in x, y, z directions, respectively: 

Flow field (32)(23)(17) 
c field (38)(26)(20) 

Smallest/largest Ax for flow field 4 m/200 m 
Smallest/largest Az for flow field 0.2 m/17 m 

The time step during the LNG pool expansion and evaporation 
period was as low as 0.3 s. This was necessary for both numerical 
stability and accuracy reasons (in order to capture the rapidly 
changing boundary conditions). After the evaporation of the 
LNG pool, the time step was slowly increased until the 
decoupling of the momentum field from the concentration field 
at low values of Ri was performed. The time steps were then 
increased fairly rapidly to reach approximately 7 s toward the 
end of the solution period (600 s). 

D e m o n s t r a t i o n  results 

Figures 2 to 5 present selected concentration contour lines for 
the 100-m 3 spill, and Figures 6 to 9 reveal the contour lines 
for the 1000-m 3 spill. The contour lines are presented for 
c = 0.001, 0.01, 0.05, 0.1, 0.2, and 0.5 at z = 0.2 m, 0.7 m, 1.45 m, 
4 m, and 13 m above the seawater surface and at different time 
steps following the start of the spill. The absence of any of the 
contour lines at a given z plane indicates the absence of that 
concentration level at this plane, whereas the absence of a 
horizontal z plane from among the selected z planes indicates 
either the absence of the c = 0.01 line at this height or practically 
the same profile as a previously displayed one. The heavy solid 
line plotted at x = 96 m for z < 9 m represents the leeward side 
of the ship's hull. 
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Table 3 Hazardous range for each case 

c=0.01 max. extent in c=0.01 max. duration LNG pool max. 
Case 

of x y z Close to ship Everywhere Radius Duration 
(m 3) (m) (m) (m) (s) (s) (m) (s) 

100 900 250 32 280 290 121 75 
1000 2400 800 45 290 550 328 111 

The c=0.01 contour lines may be considered to contain the 
region exposed to fire hazards. This is based on the knowledge 
that the lower flammability limit of NG in air is about 5% 
and that peak-to-average concentration ratios of 3:1 are not 
uncommon for such flows. 19'2° The remaining factors are to 
guard against spikes in the peak-to-average ratios and the 
smearing of the predicted concentration peaks introduced by 
the computational technique. 

Table 3 presents the predicted extent and duration of the 
flammable NG-air mixture for each case. It also reveals the 
duration of the LNG pool evaporation and the maximum 
radius of the LNG pool. 

directions for the 1000-m a spill is approximately three times 
the corresponding extent for the 100-m a spill, whereas the extent 
in the z direction for the larger spill is only 40% greater than 
for the smaller spill. This is probably due to the larger pool 
radius for the larger spill, causing the NG to spread over a 
larger area; however, it could also have been influenced by the 
larger total negative buoyancy foroe for the larger spill tending 
to stop the flow from moving upward and forcing it horizontally 
during the duration of periods of large levels of c. 

(5) The concentration profiles differ greatly with size of spill; 
hence extrapolation of results to larger spills should be avoided, 
and interpolation should be undertaken with care. 

D i s c u s s i o n  o f  r e s u l t s  

Inspection of the results reveals that they are consistent, 
plausible, and interesting. As an example, the following 
observations are made. 

(1) At the onset of the spill and for a short time after, the 
concentration profiles are smooth and their peak is observed 
to lie on the centerline; however, as the concentration field 
builds up, the c profiles in the region of high concentration of 
NG become less smooth and peaks appear away from the center 
line. This phenomenon is only observed in regions of high 
concentration and is much more pronounced for larger spills, 
which implies that it is caused by the concentration of NG. It 
is attributed to the rapidly changing flow pattern due to the 
rapid change in the mass input from the pool, and to the rapidly 
changing buoyancy force with time as a result of the fairly rapid 
buildup and decay of concentrations. For LNG-air mixtures it 
is known 21 that the density of the mixture is less than that of 
air for small concentrations and larger than that of air for large 
concentrations, thus causing the local buoyancy force sign to 
generally go through three phases: positive, negative, and 
positive tending to zero. 

(2) Examining some of the profiles reveals that after a 
sufficient time, the concentration field is roughly split into two 
distinct fields: one attached to the wake on the leeward side of 
the tanker, and the other convected downstream by means of 
the forward flow far from the tanker. For the smaller spill, as 
is apparent from Table 3, the duration of the NG concentrations 
above 1% which are attached to the tanker is approximately 
equal to their duration far downstream. However, for the larger 
spill the volume of the NG convected downstream is considerably 
larger than that retained in the wake of the ship, and hence 
the duration of concentration in excess of 1% is considerably 
longer far downstream. 

(3) Although the 1000-m 3 spill involves 10 times the volume 
of the 100-m 3 spill, the increase in the LNG evaporation time 
(pool duration) for the larger spill is only 48%. This is due to 
the considerably larger pool area for the large spill (whose 
radius is 328 m) than for the small spill (whose radius is 121 m), 
causing a much larger total LNG evaporation rate for the larger 
spill. 

(4) The extent of the c=0.01 contour line in the x and y 

S u m m a r y  and  c o n c l u s i o n  

The paper presents a computational model for predicting the 
complicated phenomena following intermediate-sized LNG 
spills. Even though the model employs three-dimensional, time- 
dependent conservation equations, its computational require- 
ments are not excessive, due to its ability to exploit two special 
features of the problem. Results of computations performed are 
presented, which demonstrate the feasibility of performing such 
predictions. They also reveal how effective they could be 
for conducting risk analysis and examining preventive and 
emergency measures, as well as for gaining insight into these 
intricate phenomena. 
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